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 am a scientist-academician and therefore have had a rather lengthy career forming 
hypotheses, collecting data, analyzing those data, and making decisions concern-
ing those hypotheses from a very data-driven perspective. Somewhere along the 

way I also became an academic administrator and have held administrative positions 
that have included stints as department chair, associate dean, dean, executive dean, 
and provost. One would think that given my background as a scientist that my admin-
istrative decision-making would be highly data driven. This has not always been the 
case, especially early in my days as an administrator when decisions were often made 
on a much more ad hoc basis, largely influenced by the case made by an individual or 
a group seeking the decision at the time. 

Hiring faculty is a case in point—in 
my days as a department chair and dean, 
I often heard arguments for hiring based 
largely on the self-perceived “excellence” 
of the existing faculty in that department 
or program. I rarely heard arguments 
based on objective sources of data, but ra-
ther typically heard arguments based on 
a single ranking, past reputation, or per-
haps past hiring history (e.g., we have al-
ways had X faculty in our area or in 1968 
we once had as many as Y faculty). Ab-
sent data, it was hard for me to make a 
decision whether a given program 
should recruit and hire additional fac-
ulty. 

It is not that we had a shortage of 
data 25 years ago; as computer capacity 
grew over the years so did the available 
data sets. In fact, for the last several years 
we have been able to collect massive 
amounts of data on measures of perfor-
mance for our students and faculty and 
store those data rather cheaply. The data 

we now have available can seem over-
whelming at times and at other times 
even conflicting. For example, I seem to 
always get different numbers when I poll 
chairs and deans about the average teach-
ing load of their faculty—the source is 
important. I know one thing for certain: 
The development of standard methods 
for data collecting and, perhaps more im-
portantly the formal analysis tools to 
mine the data and make sense out of the 
mountains of information that are availa-
ble to the academic world, have lagged 
behind our ability to collect and store 
data.  

The data analytics movement has 
changed this picture dramatically. Ad-
ministrators now have a variety of pow-
erful tools available to collect, mine, and 
analyze very large data sets in relatively 
quick, standard, and reliable ways. And 
administrators are using these tools in 
growing numbers. Like many institu-
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tions, The Ohio State University is turn-
ing increasingly to data analytics to aid in 
decision making and doing so in the four 
traditional areas that define the institu-
tion: research/innovation, teaching/learn-
ing, outreach/engagement, and support 
services (which include finances, recruit-
ment and admissions, and other univer-
sity offices). While data analytics have 
proven useful and important in all of 
these areas, I am going to focus on how 
we are using data to inform and support 
decision making with regard to research 
and innovation, as well as teaching and 
learning. I will present a few examples 
here, starting with measuring research 
and innovation productivity of our fac-
ulty. 

Academic Analytics: Measuring Re-
search and Innovation Productivity of 
our Faculty 

I chaired a psychology department 
for nine years and during that time found 
that measuring and evaluating the per-
formance of the faculty in the department 
to be by far the toughest part of the job, 
especially related to salary setting and re-
tention efforts. It was difficult for several 
reasons. While many metrics were avail-
able (e.g., number of publications, num-
ber of citations, number and size of 
grants, etc.) it was always difficult to as-
sign relative weights for each category. 
To complicate matters further, my de-
partment had a wide variety of disci-
plines within it, such as social psychology 
and behavioral neuroscience, and each 
discipline had different patterns of 
productivity. For example, the behavioral 
neuroscientists tended to publish several 
relatively short articles every year while 
the mathematical psychologists pub-

lished fewer but longer articles. The rela-
tive sizes of laboratories varied greatly, as 
did the number of coauthors. In addition, 
the various disciplines published in dif-
ferent sets of journals. When I became a 
dean, and later provost, the differences 
became even more pronounced—how we 
evaluate scholarship in the arts and hu-
manities is very different from how we 
evaluate scholarship in the natural and 
mathematical or the social and behavioral 
sciences.  

Faculty evaluations can involve ei-
ther internal or external comparisons. De-
partment chairs are normally interested 
in evaluations of faculty within their de-
partment, so the comparators are faculty 
members inside that department and of-
ten within sub-areas inside the depart-
ment. Other administrators are often in-
terested in how the productivity of fac-
ulty stacks up against departments or 
area outside the university. For example: 
how does the productivity of the psychol-
ogy department at Ohio State compare 
with the productivity of psychology de-
partments at benchmark institutions that 
are selected? Until recently, making these 
internal and external comparisons has 
been relatively difficult. Collecting the 
data for your own discipline, depart-
ment, or institution is the easy part. The 
much harder part has been finding relia-
ble data with which to make compari-
sons, and then finding the analytic tools 
to easily and effectively evaluate faculty 
productivity with internal or external 
benchmarks. These tools are now availa-
ble. 

At The Ohio State University we 
have begun using Academic Analytics to 
help evaluate the research productivity of 
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our faculty. There are other excellent an-
alytic data sets available for use, includ-
ing Thomson Reuters’ Web of Science 
and Elsevier’s SciVal. I am only going to 
discuss the use of Academic Analytics 
since this is the analytics tool we have 
used most at Ohio State. Academic Ana-
lytics was co-founded by Lawrence Mar-
tin and Anthony Olejniczak. Martin had 
served as dean of the Graduate School at 
Stony Brook University and, like many 
administrators, he realized there was a 
need for comparative productivity met-
rics to be used for assessing performance 
of programs. Martin and Olejniczak re-
leased their first database in 2005, which 
has been refined in subsequent years 
with input from an advisory committee 
that was formed. Ohio State’s Julie Car-
penter-Hubin, Assistant Vice President 
for Institutional Research and Planning, 
has served as a member of this advisory 
committee.  

The comparative database includes 
information from more than 270,000 fac-
ulty members, each given a unique nu-
merical identifier. Those faculty members 
come from over 9,000 Ph.D. programs 
and 10,000 departments at more than 385 
universities in the United States and 
abroad. The data set has been created by 
faculty lists supplied by the participating 
institutions, as well as data mined from 
several sources such as public databases, 
web sources, and government reports. 
These data fall in four areas: (1) publica-
tions of scholarly works (journals, confer-
ence proceedings and books), (2) citations 
to published journal articles, (3) research 
funding by federal agencies, and (4) hon-
orific awards to faculty members. These 
data are used to define the Faculty Schol-
arly Productivity Index (FSPI) for each 

faculty member. Institutions also supply 
data about faculty distribution in depart-
ments, so that the individual faculty can 
be aggregated appropriately for evalua-
tive comparisons. 

The database is accessible through 
an online portal that offers a variety of ta-
bles, charts, and data cutting tools. An in-
teresting question that frequently comes 
up is: who within the institution should 
have direct access to the data set? Should 
individual faculty members? Chairs 
and/or deans? Only provosts and other 
administrators? I know deans who be-
lieve that if individual faculty or chairs 
were allowed access to the data set that 
they would “play with the weights” until 
only favorable comparisons emerged—
several categories of data go into the anal-
ysis and the weights on the categories can 
be easily manipulated. For example, the 
analysis could look different if total pub-
lications are weighted heavy and total ci-
tations weighted light, or vice versa. At 
Ohio State, we don’t give access to the 
data set to individual faculty members 
but do give access to department chairs; 
department chairs can use the data to 
self-assess their strengths and weak-
nesses because they are most familiar 
with their disciplines. At a central level 
we typically define the benchmarks for 
the institution; our peers and aspirational 
peers also use the data set with a more 
standard set of weights to do trans-insti-
tutional comparisons. 

I have found the “flower chart” 
available from Academic Analytics to be 
an excellent way to get a snapshot look at 
overall faculty productivity in a unit. An 
example of one of these flower charts can 
be seen in Figure 1. This figure shows the 
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performance of one of our academic de-
partments on 26 different metrics that are 
color coded in five different categories: 
articles, awards, book, citations, and 
grants. Within the grants category, for ex-
ample, there are seven metrics: total 
number of grants, percentage of faculty 
with a grant, grants per faculty member, 
grant dollars per faculty member, dollars 
per grant, number of faculty members 
with a grant, and total grant dollars. The 
chart is easy to read. The diameter of the 
gray circle within the concentric rings 
shows where the median performance is 
for the benchmark institutions chosen for 
the analysis. The further out on the con-
centric rings the better—that is, relative 
performance in a given category is 
stronger. The example in Figure 1 is a 

strong department at Ohio State whose 
faculty are well above the median perfor-
mance in citation, article and grant indi-
ces and slightly weaker (though overall 
still strong) in book and award indices. 
Performances on only two of the 26 cate-
gories were below the median: percent-
age of faculty with a book publication 
and book publications per faculty. Note 
that the total number of books published 
and the number of faculty who have pub-
lished a book were well above the me-
dian, though. These kinds of charts are 
good starting points for discussions con-
cerning departments’ strengths and 
weaknesses. 

It is also possible to use Academic 
Analytics to compare the performance of 
individual faculty members with other 

Figure 1: Example of a “flower chart” available from Academic Analytics depicting  
relative strengths  
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researchers in their field by generating 
Faculty Count Charts. The Faculty Count 
Charts show how the performance of a 
faculty member looks relative to others in 
her or his department. The reports that 
are generated can take on several forms, 
including table of the raw numbers, 
which are useful for seeing the raw com-
parative data; a modification of the 
flower chart showing relative perfor-
mance on a subset of metrics; or shown as 
a national quantile. 

At Ohio State we conduct periodic 
formal external reviews of all our aca-
demic units. As part of this process, we 
require our academic units to prepare 
program review self-studies that include 
summaries of their performances in re-
search and scholarship. Going forward, 
with assistance from the Office of Aca-
demic Affairs, we are asking departments 
to use data from Academic Analytics in 
their program review self-studies. Figure 
2 shows a chart that was developed by 

the chair of one of our departments for 
their self-study. The analysis helped the 
chair understand the strengths and weak-
nesses of the department as compared to 
benchmark institutions. In this example, 
it seems clear that the department has 
many strengths and some weaknesses, 
including relatively low numbers of cita-
tions per faculty member, low numbers 
of dollars per grants obtained, and low 
numbers of citations per publication. The 
chair looked at the data over a four-year 
period and the numbers consistently 
held. It is possible to get an even more 
fine-grained analysis of these data. In this 
particular example the chair compared 
the grant data with five benchmark uni-
versities of similar size and scope. The 
analysis showed that the benchmark in-
stitutions had about 30% more funding 
than did the Ohio State department as 
measured by both total grant dollars and 
dollars per grant (data not shown). Not 
satisfied with these data, the chair went 

Figure 2: A chart developed by an Ohio State department chair showing the performance 
of a department’s faculty on several metrics relative to some benchmark institutions. 



 

6 
 

further to look at what sources of federal 
support were lower than the five bench-
mark institutions—relatively low levels 
of support from three agencies were iden-
tified. 

The example above is a wonderful il-
lustration of the power of these analyses, 
especially when in the hands of a depart-
ment chair interested in identifying the 
strengths and weaknesses in the depart-
ment. Armed with the data, the chair was 
able to have meaningful conversations 
with the dean’s and provost’s offices re-
garding the external review. Chairs are in 
the best position to interpret the data. In 
the example above concerning the grant 
data, a possible explanation for the rela-
tively smaller grants, as well as the low 
numbers from some of the federal agen-
cies, could be the make-up of the depart-
ment. For example, if you don’t have fac-
ulty in your department who do energy-
related research it is likely you will not 
have high levels of funding from the De-
partment of Energy. Lower grant totals 
might be attributable to having more jun-
ior faculty members than the benchmarks 
(as might be the case for publication 
numbers and citations). The major point 
here is that the data set can trigger a 
meaningful discussion between the de-
partment and the college or university re-
garding the relative productivity of its 
faculty. 

Along these lines, we have identified 
a weakness in the Academic Analytics 
data set that affects the interpretation of 
the analysis. When measuring grant ac-
tivity, the data do not account for co-PI 
status on grants: Academic Analytics at-
tributes grants to the first PI listed. So, for 
highly interdisciplinary work, one or 

more faculty members and their pro-
grams may not receive credit for grants 
they are on. This is a very legitimate issue 
for a chair and department to raise, espe-
cially since at Ohio State we are empha-
sizing interdisciplinary approaches to re-
search and teaching. Returning to the 
above example regarding grant funding, 
however, it was clear that a high level of 
interdisciplinary work could not explain 
the gap between the department’s grant 
funding and the funding levels of the 
comparison group; there were relatively 
few grants with Ohio State co-PIs in the 
department. This serves as a good exam-
ple of how these data can be probed fur-
ther to reveal potential reasons for the 
strengths or weaknesses in the depart-
ment. 

In summary, we have begun using 
Academic Analytics in two areas related 
to the research productivity of our fac-
ulty. First, we have been able to compare 
the overall productivity of individual 
scholars with others inside and outside of 
The Ohio State University to identify ar-
eas of strength and weakness in our fac-
ulty. These analyses should help us make 
decisions about where we should invest 
resources to most effectively impact the 
development of our faculty. Second, we 
have been able to use the analytics during 
program reviews to compare the overall 
productivity of departments and pro-
grams with identified peers and aspira-
tional benchmarks, with an eye toward 
finding areas of strength and weakness 
relative to these benchmarks. These anal-
yses should help us make better decisions 
concerning where we should invest cen-
tral funds to facilitate development of our 
departments and programs. 
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While to date we have limited our 
use of these data sets for the two pur-
poses outlined above, I have had discus-
sions with other deans and academic ad-
ministrators about how the analytics 
could be used in other ways. For exam-
ple, data regarding individual scholars 
could be used for internal salary equity 
analysis by identifying a local cohort ei-
ther inside or outside the department for 
comparison purposes (e.g., other scholars 
who have been in rank for a similar num-
ber of years and are in a similar discipline 
or field). Likewise, the data could be used 
for analyses of faculty retention cases. In 
these instances, the comparison group 
might be other institutions of similar size, 
scope, quality and cost-of-living. Cases 
for hiring senior targets-of-opportunity 
would be strengthened by the use of 
these data. And decisions about distribu-
tion of resources across departments 
could be aided by these analyses. 

No data analytic system is perfect. 
Over the last year or so, I have had sev-
eral discussions with colleagues inside 
and outside of Ohio State about the use of 
data analytics for decision-making, in-
cluding the strengths, weaknesses and 
criticisms of Academic Analytics. I pre-
sent some of these concerns here: 
• Administrators use the wrong bench-

marks for comparisons. Often depart-
ments want to choose their own list of 
institutions against which the perfor-
mance of their faculty can be com-
pared. To some extent this might be 
valid, especially when trying to probe 
for strengths and weaknesses in spe-
cific areas. However, to gain the over-
all perspective it is important that we 
use a standard set of institutions—af-
ter all, our departments and program 

exist in the context of the institution 
and choosing institutions that are like 
us is important for comparisons. 

• My department is different and the Aca-
demic Analytics indices don’t capture our 
strengths. While this could be true, the 
fact still exists that the research indi-
ces included in the analyses are gen-
erally agreed upon as standard 
measures of faculty performance. 

• The data are not correct. When con-
fronted with this possibility, I have 
asked the department to show me 
how the data are incorrect. We have 
found the Academic Analytic data set 
to be in good agreement with our 
own data sets when we have at-
tempted to check independently. An 
issue that has received some attention 
is making sure that a scholar’s work 
is attributed correctly, especially 
when that person has a relatively 
common name. Academic Analytics 
has effectively dealt with this issue. 

• This may be good for research, but faculty 
also teach and do service locally and na-
tionally. This is a very valid point and 
we must keep in mind that only re-
search is being evaluated with this 
tool. It is but a single data point in an 
overall evaluation of faculty perfor-
mance. 

• This analysis is largely quantitative and 
not qualitative in nature. That is, the 
relative quality of journals and books 
is not factored in. To some extent this 
is true. Other sources need to be used 
in conjunction with the Academic 
Analytics data. For example, we often 
use journal impact factors as well to 
get an idea of the quality of outlets 
used by our scholars. 
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• The system rewards faculty who write a 
lot and that doesn’t always reflect effort 
or prominence. This may be true to 
some extent as well. However, prom-
inence might be captured in other 
metrics such as the awards section of 
the data. 

• Sub-disciplines within departments can 
vary greatly and this is not factored into 
the analysis. This point has been a con-
cern of mine. For example, psychol-
ogy departments can vary greatly in 
their composition (e.g., heavily ori-
ented toward social psychology ver-
sus clinical psychology versus behav-
ioral neuroscience—all disciplines 
that publish in different ways). This is 
where selecting the benchmarks be-
comes critical: Finding departments 
with similar composition for compar-
isons is very important. 

• Citation indices are not used for books in 
the current version of Academic Analyt-
ics. This is true at this time, so it is dif-
ficult to gauge the impact of books 
like one can do for journal articles. 

• Non-conventional publications such as 
web-based publications are not included 
in the database. This also is true at this 
time and could be a significant defi-
ciency in the future as more and more 
of our disciplines turn to more non-
traditional means of publishing. 

• This approach will produce more “pub-
lishing to the index” similar to how some 
teachers are “teaching to the test.” The 
answer to this will be yes if adminis-
trators encourage this by the way 
they use the results obtained from the 
analyses. Again, I stress here that this 
analytic approach is just one of what 
should be several ways we evaluate 
performance of our faculty. 

• The FSPI does not capture interdiscipli-
nary work and collaboration. This is cur-
rently true for the grant data but not 
the publication data, as detailed 
above.  

• Finally, the data set only goes back the 
last few years and does not include the 
most recent data. Hence, we are getting a 
fairly limited view of faculty perfor-
mance. In particular, early publica-
tions are not captured for our more 
senior faculty and the most recent 
publications are not captured, which 
can limit the data available to evalu-
ate more junior colleagues. With re-
gards to the senior faculty issue, this 
also would be more problematic if we 
were investigating how productive 
the department has ever been, rather 
than how productive the department 
has been in the last few years, which 
is usually the central question. I 
would argue that if a department has 
a scholar who wrote the seminal arti-
cle in the field 20 years ago and then 
stopped writing, the department has 
a brilliant scholar who adds value to 
the department, but is no longer pro-
ducing scholarship. Academic Ana-
lytics measures productivity, and to 
some degree by including citations 
and awards also gets at bril-
liance/quality, but it is advertised as a 
scholarly productivity tool. Over the 
years, this picture will change, of 
course, as more years are added to the 
database.  
In short, in spite of some of the criti-

cism and concerns about the Academic 
Analytics data set, I believe it is among 
the best that are available for our use at 
this time. I am very comfortable using 



 

9 
 

this approach with the caveat I keep re-
minding all of my colleagues here—these 
are but relatively few of many data points 
that are available to us for conducting 
comprehensive evaluations of our fac-
ulty. 

Using Data Analytics to Identify 
Potential Collaborators and Existing Re-
search Networks 

We also are using Scholarly Signa-
tures, created by Academic Analytics, as 
a method to identify where we have con-
centrations of similar activity at The Ohio 
State University. The Scholarly Signa-
tures are created by mining journal article 
abstracts for key words that are used to 
describe the research presented in the pa-
per. For example, my research over the 
years has been in the neural bases of 
learning and memory. More specifically, 
I have studied how the cerebellum of 
mammals is involved in a simple form of 

motor learning known as classical eye-
blink conditioning. My Scholarly Signa-
ture would include words like “condi-
tioning”, “eyeblink”, “cerebellum”, “re-
flex”, “rats”, “conditioned”, and “stimu-
lus.” Using techniques like cluster analy-
sis and factor analysis to create semantic 
groupings, we can use the Scholarly Sig-
natures descriptors to connect with other 
scholars who use the same or similar de-
scriptors, such as “learning” and “habit-
uation,” that are conceptually related but 
not identical. These keyword abstractions 
also can be used to identify topics that 
cross disciplines even when there is little 
or no observable collaboration between 
researchers. We plan to use these tech-
niques to assist us in locating major 
themes of scholarship at the university 
that might be explored further for invest-
ment and development. 

Figure 3: A diagram of co-authorship patterns at Ohio State.  The outer ring shows co-author-
ships involving two authors.  The inner cluster shows more complex co-authorship patterns. 
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We also are experimenting with a 
beta version of Academic Analytics’ “Ex-
pert Picker” to identify researchers from 
across the university who are working in 
related areas to individual scholars. This 
features uses analysis of text (e.g., from 
abstracts of papers) to identify other 
scholars in the institution who work in 
similar areas. We hope this tool will help 
our faculty find on-campus collaborators 
more easily, something that is important 
at an institution as big and complex as 
Ohio State. Specifically, we believe this 
tool will be valuable for linking scholars 
on campus as we build out our “Discov-
ery Themes,” which are three general re-
search areas in which we are investing 
heavily: Energy & Environment, Health 
& Wellness, and Food Production & Se-
curity. Also, we are hoping to eventually 
extend the use of this tool to identify col-
laborators at other institutions, especially 
potential research partners in our state 
and region. Our first two tests of this will 

likely be to find scholars from West Vir-
ginia and Pennsylvania who are inter-
ested in shale gas research, as well as 
scholars in the states around the Great 
Lakes who are interested in algae bloom 
research. 

We have found that the Academic 
Analytics data also can help identify and 
better understand the informal research 
networks that already exist on our cam-
puses. Figure 3 is a diagram of the co-au-
thorships that exist among our Ohio State 
faculty gleaned from the Academic Ana-
lytics data set. The outer ring gives us in-
formation about faculty who coauthor 
with another Ohio State faculty member, 
but only with one other faculty member. 
The cluster in the middle shows co-au-
thorships that are more complex. The dif-
ferent colors in the diagram represent dif-
ferent broad fields such as agricultural 
sciences, business, engineering, humani-
ties, etc. Figure 4 provides a zoomed-in 

Figure 4: A zoomed-in view of the complex patterns of co-authorships shown in Figure 3. 
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view of this middle cluster. Not surpris-
ingly, the figure shows that faculty in en-
gineering, the health professions, and bi-
ological and biomedical sciences have 
lots of connections. What I find more in-
teresting are the non-traditional connec-
tions, as seen in Figure 5. In this example, 
we can see a publishing collaboration be-
tween business and health and biological 
sciences faculty members—this collabo-
ration involves W. C. Benton, a distin-
guished research professor from our 
Fisher College of Business who studies 
health care performance issues and the 
economics of cardiovascular surgery, and 
Albert de la Chappelle, who is a promi-
nent cancer researcher. An example of 
one of their papers is one that looks at the 
feasibility of universal screening for a 
type of colorectal cancer. How might we 
use this tool? First, we think that high-
lighting these kinds of collaborations—
that is, using them as demonstration pro-
jects in a sense—will serve to increase our 

cross-disciplinary faculty partnerships. 
Second, these analyses may tell us where 
fruitful collaborative investments should 
be made in the future. And third, by look-
ing at these nodes of activity we can iden-
tify who our most collaborative faculty 
are—faculty who might be good candi-
dates for committees or advice for devel-
oping collaborations on campus. 

Data Analytics: Connecting the 
University with Industry Research Part-
ners 

Up to this point I have restricted my 
presentation to how we use Academic 
Analytics to look at faculty performance, 
department reviews, and scholarly col-
laboration. This is not the only data ana-
lytic tool used at Ohio State, however. We 
are using available data to connect the 
university with potential industry part-
ners. Alba McIntyre and Bryan Kinna-
mon from the Industry Liaison Office of 
the College of Food, Agricultural, and 
Environmental Sciences (FAES) have 

Figure 5: An example of a “non-traditional” co-authorship pattern between a business  
faculty member and a cancer researcher. 
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used key words to map our academic 
programs, as well as faculty research ca-
pabilities, to industry needs. We believe 
this mapping is potentially useful in help-
ing industries see the opportunities for 
collaboration at Ohio State and vice 
versa.  

Figure 6 shows one of these map-
pings. In this example, Alba and Bryan 
reviewed one company’s website, which 
included information about the type of 
students they wanted to attract for intern-
ships and positions in the company. Us-
ing this information and including infor-
mation from FAES as well as our colleges 
of Business and Engineering, they cre-
ated a map of all of the Ohio State degrees 
that would be of potential interest to the 

company. Providing this kind of infor-
mation lets the company know about the 
programs we have in the university that 
are specifically related to the core busi-
ness of their company. We believe such 
mapping could be very useful for build-
ing internship opportunities and con-
vincing companies that coming to Ohio 
State to recruit students would be pro-
ductive and fruitful. This type of map-
ping strategy also has been used to match 
research interests between faculty mem-
bers and industry. At this point, the map-
ping process is very labor-intensive—
each map is unique, rather college-spe-
cific, designed to fit rather narrow objec-
tives, and with data sets that come from 
multiple sources. But this approach has 
great potential, especially if somehow 

Figure 6: An example of a mapping done by our College of Food, Agricultural, and Environmental 
Sciences linking Ohio State academic programs with personnel and research needs of a company. 
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combined with data sets like Academic 
Analytics and when a more institution-
wide perspective is taken. The benefits to 
the institution are at least two-fold. First, 
in addition to providing these maps to in-
dustry we can use them to locate industry 
partners for our faculty, thus increasing 
our opportunity for commercialization 
and licensing activity. Second, these 
maps could help us better understand 
where industry hiring needs are, which 
could be valuable for curriculum and 
program development. 

Using Data Analytics to Facilitate 
Teaching and Learning 

The use of data analytics methods 
also has impacted faculty teaching and 
student learning at Ohio State. Here I pre-
sent four examples: (a) student advising, 
(b) analyzing pre-college experiences, (c) 
new approaches in the classroom, and (d) 
analytics related to Massive Open On-
line Course (MOOC) experiences. 

Student Advising 
We are always looking for ways to 

improve our undergraduate student ad-
vising experiences and to this end have 
created a data-intensive tool we call “Ad-
visingConnect.” AdvisingConnect is a 
student-adviser relationship manage-
ment tool that we use to encourage stu-
dents to be proactive in their own advis-
ing. AdvisingConnect is essentially a 
very extensive database that creates a rec-
ord of all of the students’ advising con-
tacts. Every advising contact is docu-
mented, such as the issue on which each 
consultation is based and the advice that 
was provided by the staff member. This 
large “institutional memory” summa-
rizes each student’s past. Access to this 
information database serves to improve 

efficiency, increase the continuity and co-
herence of conversations the advisors 
have with the students, and perhaps most 
importantly provides a very personal 
sense of contact, whether he or she is see-
ing the same or a different advisor. The 
system also tracks missed versus kept ap-
pointments, the number of appoint-
ments, and the timing of the appoint-
ments. With about 66,000 students at 
Ohio State, collectively this is a massive 
database, which we are just beginning to 
mine together with information regard-
ing registration and fee payment. For ex-
ample, we believe this data set might be 
useful for exploring patterns that predict 
success in courses for individual stu-
dents, as well as for groups of students 
formed on the basis of major, gender, or 
ethnicity. We believe we can use the da-
tabase to track the performance of the ad-
visors as well. 

Analyzing pre-college experiences 
We all know that student learning 

does not start when freshman first enroll 
at Ohio State. Students’ pre-college expe-
riences in high school and before are very 
important determinants of their success 
once they arrive on campus. Given this 
fact we are very interested in looking at 
data accumulated from many students 
over a number of years to determine 
those pre-enrollment factors that lead to 
success in our general education courses, 
such as English and mathematics. For ex-
ample, we have examined the perfor-
mance of students in our calculus and an-
alytic geometry classes as a function of 
their previous mathematics preparation. 
To do this, we separated students in four 
groups: (1) students who took high 
school Advanced Placement (AP) 
courses, (2) freshman students who came 
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in with transfer credits, mainly from 
dual-enrollment high school courses, (3) 
students with other sources of pre-college 
mathematics credits, and (4) students 
who took regular high school mathemat-
ics courses. Our analysis showed that, not 
surprisingly, those students who came in 
with AP credits had the highest grades in 
our calculus course—AP mathematics 
courses, after all, are targeted for those 
who are good in mathematics. What was 
a little surprising was the relatively poor 
performance of students who came in 
with transfer credits; that is, students 
who took college mathematics courses 
while in high school. We are probing the 
data further to explore at least two expla-
nations for this finding. First, it is possible 
that the dual-enrollment courses taught 
in high schools are not rigorous enough 
or not taught well—more data must be 
accumulated to look at this possibility. 
Second, it is possible that some students 
complete their dual enrollment math 
courses earlier than their senior year in 
high school thus leaving a gap between 
their high school dual enrollment course 
and their first college course. Our data 
will eventually shed some light on this. 

Almost all students who enter col-
lege these days do so with credits earned 
through Advanced Placement courses 
taught in our high schools. Recently, the 
State of Ohio mandated that a score of 3 
on this test instead of a score of 4 was suf-
ficient to earn course credit at our state in-
stitutions of higher education in several 
general education courses, such as Eng-
lish, history, and mathematics. After this 
change was made, several of our faculty 
indicated that they believed students 
who earned a 3 instead of a 4 on the AP 
test were encountering difficulty in 

courses once they arrived at Ohio State. 
This is another example of where the use 
of data analytics is valuable. We are ex-
amining the rather large data set we have 
from students who have come to Ohio 
State with AP credits. We are most inter-
ested in looking at their performance in 
subsequent general education courses. If 
our faculty members’ beliefs are correct, 
we should see poorer performance from 
students who earned a 3 when compared 
to those students who earned a 4. We 
think this same technique can be used to 
look at the relative performances of trans-
fer students from our community col-
leges and other institutions with a goal of 
making sure they are fully prepared for 
taking courses at Ohio State. 

Evaluating the Introduction of Tech-
nology into the Classroom 

Because we are such a big institu-
tion—66,000 students distributed across 
six campuses—we have the numbers to 
do all kinds of analyses regarding teach-
ing and learning. This is why the data an-
alytics movement is extremely important 
for Ohio State. Another important area 
we are looking at is how we can deter-
mine whether or not new modes of in-
struction are at least as effective as tradi-
tional methods as technology enters our 
classrooms at an unprecedented rate. Na-
tionally, a survey by EDUCAUSE in 2011 
revealed that 80% of undergraduates said 
that a laptop computer is “extremely val-
uable for success.” Of the sample, 37% re-
ported using their smart phone for aca-
demic purposes. Not enough tablets were 
available in 2011 to assess their use, but I 
suspect the majority of today’s students 
would report using a tablet in their 
courses. Interestingly, however, only 20% 
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of the students agreed that their instruc-
tors used technology frequently enough 
and only 22% strongly agreed that their 
institution effectively used the technol-
ogy. From these data, we have concluded 
that students want to use technology to 
engage with their coursework and they 
have very high expectations for how our 
institutions use technology in teaching. 
Given the high likelihood that more and 
more technology will be integrated into 
the students’ learning experiences, an im-
portant question can be raised: When we 
integrate technology into the classroom 
do students learn at the same level or bet-
ter than with more traditional ap-
proaches? Data analytic approaches can 
be used to answer this question. 

For example, in 2011 Jackie Miller 
and Mark Risser from our statistics de-
partment worked with Ohio State in-
structional designers to convert an un-
dergraduate statistics class to the HyFlex 
method of lecture delivery. The HyFlex 
method is a course design model that pre-
sents the components of hybrid learning 
in a flexible course structure. In this sta-
tistics class students were given the 
choice to attend class sessions in person 
or online (either through a live broadcast 
or via recorded class sessions). Their 
choice could be made daily for individual 
class sessions. Test, quizzes, and assign-
ments were synchronous for all methods. 
The goal of the instructors was to provide 
a similar experience for all students 
across attendance choices. Additionally, 
backchannel communication and polling 
were used to enhance student engage-
ment. Backchannel communication is a 
web-based forum that facilitates real-
time conversation among students, as 

well as between students and the instruc-
tor, during a traditional lecture. Via the 
internet, students can report and com-
ment on the course content publicly, 
which provides the presenter direct and 
immediate feedback and in a manner that 
is less threatening for students to make 
contributions to the discussion. Polling is 
done via standard devices commonly 
called “clickers” or via text messaging 
and mobile devices. Polling increases the 
active involvement of the students, atten-
tion levels and interactions, and student 
comfort in answering questions. Like 
backchannel communication, it also pro-
vides instructors with immediate feed-
back. Our data suggest more student sat-
isfaction in the course when polling is 
used. 

One of the major goals of the faculty 
who were piloting this method of teach-
ing was to be certain that those options 
other than the “in person” attendance op-
tion resulted in student performance and 
learning that was at least equal to that of 
those who attended “in person.” Data 
collected when the course was offered 
over three consecutive terms allowed that 
analysis to be conducted. The instructors 
looked at student grades based on the 
primary mode of attendance. They found 
no significant difference for all three 
grade categories for students who pri-
marily attended face-to-face versus those 
who attended and used the distance tech-
nology. There was also no significant dif-
ference between live attendance and rec-
orded video attendance for two of the 
three terms; during one term, however, 
students who attended “in person” or 
through live streaming did have higher 
grades. 
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And there is more good news: We 
have lots of data from these courses that 
could shape additional improvement in 
student learning. For example, we know 
when the recorded lectures were viewed, 
and we can look at those data and their 
relationship with test and quiz perfor-
mance. We can ask questions like: Does 
watching the recorded lectures at 3 a.m. 
lead to poor grades? What is the optimal 
number of viewings? Which lectures 
were watched the most times? We also 
know from student comments that a 
number of students who attended class in 
person also watched the recorded lecture 
as a review; we can assess the value and 
timing of the reviews. Overall, responses 
to a survey about the HyFlex model were 
very positive, with students clearly ex-
pressing their preference that the model 
be available for other classes. And having 
the data available to analyze and confirm 
that the HyFlex model produces at least 
equivalent learning outcomes was critical 
to a decision we made to expand this 
methodology across the university. 

Massive Open Online Courses 
(MOOCs) and Data Analytics 

Everyone seems to be talking about 
massive open online courses (MOOCs) 
these days. These are online courses that 
have been created by several institutions 
to offer learning opportunities to a very 
large-scale audience of students. The best 
MOOCs out there are highly interactive, 
offering the students several activities in 
addition to the traditional course materi-
als that are created. MOOCs have the po-
tential of having a significant impact on 
how we teach and how we reach stu-
dents. At present they are offered free or 
at a low cost and they are available liter-
ally in all corners of the globe. As of this 

writing, at Ohio State we have completed 
three MOOCs that are offered via the 
Coursera platform: Calculus One, Writ-
ing II, and TechniCity. These courses 
have a combined enrollment of more 
than 101,000 students from over 150 
countries. To date there have been over 
3.3 million interactions with Ohio State 
lecture content in our MOOCs. These in-
teractions are the reason I am discussing 
MOOCs here—MOOCs provide us with 
a tremendous opportunity to understand 
how to enhance and improve the way 
teaching and learning happens at Ohio 
State. We believe these courses are im-
pacting how we think about how we 
teach and how our students learn. 

Jim Fowler from our mathematics 
department teaches one of these MOOCs; 
Calculus One, which is an introductory 
calculus course. He has created a plat-
form for the course called MOOCulus. 
From a data analytics perspective, the 
great thing about MOOCs like Fowler’s 
Calculus One is that the enrollments can 
be very large, which means there are a lot 
of student and course data with which to 
work. In this case, more than 35,000 stu-
dents have enrolled. Perhaps the best 
way to get a feel for the world of data as-
sociated with MOOCs is to hear from Jim 
Fowler. Here is a link to a short video by 
Fowler that gives a clear and excellent ex-
planation of how he is using data from 
the course to improve both his teaching 
and the students’ learning:  
http://www.youtube.com/watch?v=pj-
C0JVY6mY 

The large data sets collected during 
the Calculus One MOOC experience pro-
vide data analytic opportunities in at 
least two major areas: assessing overall 



 

17 
 

course performance, as well as “personal-
izing” the learning experiences. For ex-
ample, all student responses are stored 
from homework and quizzes, such as 
whether responses were correct or incor-
rect and the time it took to complete the 
assignment. A hidden Markov model can 
then estimate the student’s understand-
ing. And here is what I think is most pow-
erful: Additional practice can be created 
until the student reaches a threshold, 
thus “personalizing” the student’s learn-
ing. But there is much more here. As the 
students participate the data are used to 
refine the Markov model and the data-
base continues to grow. These data can be 
mined further to answer a number of 
questions. For example, is there a strong 
correlation between success on earlier 
problems in the course and later prob-
lems? Can “just in time” recommenda-
tions be made regarding previous sec-
tions of the course that should be revis-
ited to help the mastery of new material? 
Can performance in all or a portion of a 
course predict success in subsequent 
courses that are taken? It is our hope that, 
above all, student learning and the stu-
dent experience is improved significantly 
by examining the huge data sets that are 
available through MOOCs.  

Some Final Thoughts 
I have provided here a few examples 

of how we are using data analytics at The 
Ohio State University to help us better 
understand how well we as faculty and 
students are performing in the activities 
that are core to the university: research, 
teaching, and service. It is clear that our 
ability to more effectively collect, and 
more importantly, process and analyze 
large data sets has enabled us to be much 

more data driven in making administra-
tive decisions. Academic Analytics, one 
of a growing number of data sets that are 
available, has proven to be useful for 
comparative reviews of the research 
productivity of individual faculty as well 
as departments and programs. At Ohio 
State we have also begun using data ana-
lytic techniques to identify collaborators 
inside the institution, as well as collabo-
rators outside at other universities and in 
the private sector. This process should 
help our faculty connect with others in-
side and outside of Ohio State, thus en-
hancing discovery and innovation. We 
have also used data analytic methods to 
examine how we teach and how our stu-
dents learn. For example, we have mined 
large data sets to find out how prepared 
our students are and where they may 
need some additional help. We are using 
data to design classes that integrate tradi-
tional teaching methods with available 
technology. And we are taking ad-
vantage of the rich data sets available 
through MOOCs. MOOCs can be an ef-
fective way to reach large numbers of stu-
dents and provide high-quality learning 
experiences. But they have another value: 
MOOCs generate huge amounts of data 
that can be used to personalize learning 
and at the same time improve instruction.  

For me, the underlying principle for 
all of these examples is to use the data at 
hand whenever possible. But we con-
stantly have to remind ourselves to look 
at all available data whenever possible. 
Decisions that impact faculty scholarship 
and teaching should be informed by 
more than one data point. Indeed, the 
whole data analytics movement is based 
on the premise that there are great vol-
umes of data now available and there is 
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power in the systematic and thorough 
analysis and interpretation of those data. 
Scientists have known of the power of 
data for centuries. Academic administra-
tors need to be mindful of this approach. 
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