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cientific advances are generating massive amounts of data, fostering the need 
for new strategies to access, store, analyze, and mine data1 2. The need to man-
age “big data” is especially acute in the life sciences, where genomes of a large 

number of species have been completed and efforts are underway to correlate genetic 
information with biological functions. Efforts are also underway to identify genes as-
sociated with health and disease. Similarly, large international collaborative experi-
ments in physics, such as those conducted at CERN’s Large Hadron Collider that re-
cently resulted in the discovery of the Higgs boson particle, are generating large 
amounts of data and requiring high speed connectivity between laboratories to trans-
fer data and to support high capacity data storage and analysis.  

Most institutions are trying to deal 
with these challenges, which require ma-
jor financial investments in infrastructure 
and personnel, resulting in significant 
economic pressures at a time when most 
institutions are facing budget cuts and 
federal funding is expected to flatten or 
be reduced. At the University of Nebras-
ka-Lincoln (UNL), we recognized early 
on the need for enhanced cyberinfra-
structure to support our researchers, and 
we initiated discussions on this im-
portant topic in 2005. We held an all-
university workshop attended by 150 
faculty members from the life and physi-
cal sciences, engineering, and the hu-
manities. This paper summarizes our ex-
periences, challenges, and plans for deal-
ing with big data. 

Advances in Life Sciences 
Advances in nucleic acid sequencing 

technology have made it possible to se-
quence complete genomes of a large 

number of species. Information on thou-
sands of genomes is now deposited in 
the National Center for Biotechnology 
database (see Table 1 for a summary of 
some of the major genomes).  

This information makes it possible 
to determine biological functions coded 
by various genes and also to determine 
the significance of various genes relevant 
to health and disease. Nucleotide se-
quence data is being utilized to identify 
genes associated with cancer and other 
diseases and to develop novel therapies. 
At UNL, our faculty are working on 
plant and animal genetics and utilizing 
genomics in their research to improve 
productivity, particularly regarding 
traits for disease resistance and/or 
drought tolerance. These studies require 
major investments in computing and bio-
informatics infrastructure and personnel 
trained in bioinformatics. 
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Table 1. Summary of major sequenced genomes

Cyberinfrastructure Needs in High 
Energy Physics 

In 2005, UNL faculty identified the 
need for enhanced infrastructure for 
computing and connectivity. Our faculty 
competed for a National Science Founda-
tion-funded Compact Muon Solenoid 
(CMS) Tier-2 site in high energy physics 
that utilizes data generated by CERN’s 
Large Hadron Collider near Geneva, 
Switzerland, for research through the 
Department of Energy Fermilab. This 
research project required at least 10Gb  
Dark Fiber for data transfer and en-
hancement of computing infrastructure. 
We held a cyberinfrastructure workshop 
with experts from various funding agen-
cies, including the DOE and National 
Science Foundation (NSF) and other in-
stitutions to learn about the importance 
and current state of cyberinfrastructure 
more broadly. NSF had published a blue 
ribbon cyberinfrastructure report3 that 

was used as a background material. As a 
result of the workshop, we decided to 
invest in 10Gb Dark Fiber connecting 
Lincoln and Kansas City at a cost of over 
$1 million to connect with Internet2.  

This gave our faculty the ability to 
be in a leadership position and transfer a 

record amount of data from Fermilab. 
UNL’s leading capability was demon-
strated at a national Internet2 meeting in 
2007. The cyberinfrastructure we devel-
oped to manage big data has also been 
very helpful in supporting our faculty 
who require supercomputers. For exam-
ple, leveraging these computing re-
sources, Professor Xiao Cheng Zeng in 
UNL’s Department of Chemistry has 
made several major discoveries published 
in top-tier journals like the Proceedings of 
the National Academy of Sciences 4 5.  

UNL’s Center for Digital Research in 
the Humanities has been a leader in the 
digitization of scholarly material related 
to Walt Whitman and the Civil War. The 
group of faculty in this center have so 
successfully competed for grants from 
the National Endowment for Humanities 
that they are recognized as national 
leaders in this area.  

Bioinformatics Experience 
One area in which we 

have made significant in-
vestments is bioinformat-
ics. We have hired several 
faculty members during 
the last decade with bioin-
formatics expertise. They 
have been very successful 
scholars and have been 
extramurally funded with 
grants from the DOE, Na-
tional Institutes of Health, 

NSF, and U.S. Department of Agricul-
ture. However, they are pursuing their 
own scholarship and research agenda 
and are not able to provide bioinformat-
ics service to others. A large number of 
faculty in the life sciences who do not 
have a background in bioinformatics 

Species Genome Size Predicted Genes Coded
Arabidopsis 119 Mb 25,000 to 31,000
Fruit Fly 165 Mb 13,600
Mosquito 278 Mb 13,700
Rice 420 Mb 32,000
Corn 2300 Mb 32,000
Mouse 2500 Mb 23,000
Cow 3000 Mb 22,000
Human 3400 Mb 20,000 to 25,000
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need help with the analysis of sequence 
data, and are having a difficult time find-
ing experts to do their work. There also 
is a shortage of talented people trained in 
bioinformatics.  

We have a bioinformatics service in 
our Center for Biotechnology core facili-
ty; however, the facility’s staffing is not 
sufficient to meet the needs of all faculty 
because there are more users than talent-
ed experts. In our experience, life scien-
tists want bioinformatics experts to ana-
lyze their data – much in the same way 
statisticians have contributed to research 
programs for decades. However, the ma-
jority of the bioinformatics experts want 
to pursue their scholarship and advance 
the bioinformatics field. Several research 
groups have created their own bioinfor-
matics core facility, including their own 
computer clusters, rather than using su-
percomputers. We are exploring ways to 
add bioinformatics staff in the core facili-
ty and hire additional bioinformatics 
faculty, including a leader who can co-
ordinate bioinformatics resources and 
services across campus.  

Big Data Needs in the Social and 
Behavioral Sciences  

There are also needs for access to big 
data and cyberinfrastructure to address 
important questions in the social and be-
havioral sciences. UNL has significant 
strengths in social and behavioral scienc-
es, including the Gallup Research Center, 
which conducts research and trains 
graduate students in survey methodolo-
gy. The Bureau of Business Research 
provides relevant information and in-
sightful data on economic conditions 
across Nebraska, the Great Plains, and 
the nation. UNL’s Bureau of Sociological 

Research and our Survey, Statistics, and 
Psychometrics Core Facility provide ser-
vices to faculty in survey methodology 
and research. The University of Nebras-
ka Public Policy Center provides the op-
portunity for policy makers and re-
searchers to work together to address the 
challenges of local, state, and federal pol-
icy.  

We also have strong programs in 
substance abuse and health disparities in 
minority populations. Though each pro-
gram is highly successful, there is an op-
portunity for strengthening these pro-
grams through collaborations. This is 
critical, especially considering the im-
portance of social and behavioral scienc-
es in major societal challenges pertaining 
to food security, water security, national 
security, economic security, national 
competitiveness, and energy security. 
Therefore, we have launched a taskforce 
to better understand our institutional 
strengths and needs for infrastructure.  

UNL faculty members have recog-
nized the need for a Research Data Cen-
ter (RDC) to access economic, demo-
graphic, health statistics, and census da-
ta. RDCs are run through the Census Bu-
reau and NSF. Currently, there are 14 
RDCs managed by the Census Bureau. 
RDCs provide secure access to restricted 
use of microdata for statistical purposes. 
Qualified researchers prepare proposals 
for approvals by the Census Bureau. Fol-
lowing approval, work is conducted in 
secure facilities where scientists may ac-
cess centrally held data.  

Current RDC locations include: Ann 
Arbor, MI; Atlanta, GA; Boston, MA; 
Berkeley, CA; Chicago, IL; College Sta-
tion, TX; Ithaca, NY; Raleigh, NC; Stan-
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ford, CA; Washington, D.C.; Minneap-
olis, MN; New York, NY; and Seattle, 
WA. Unfortunately, there are no RDCs in 
the Midwest; the center nearest to Ne-
braska is in Minnesota.  

Since RDCs are expensive to main-
tain and require hiring a director that is a 
Census Bureau employee, it might be 
more appropriate to pursue a regional 
RDC that could serve universities in Ne-
braska, Iowa, Kansas, and Missouri. 
Based on conversations with Census 
Bureau personnel, such an RDC would 
comprise secure space, including 
workstations for faculty and students to 
access data for research. We propose to 
build such a center at UNL that would be 
available to our regional partners. Access 
will be facilitated through proposals that 
are peer-reviewed by an advisory board, 
as required by the Census Bureau proto-
cols.  

Several years ago at the Merrill Con-
ference, discussion took place regarding 
what we can do together that we cannot 
do alone – especially with regard to cre-
ating shared research infrastructure to 
support large-scale research projects and 

programs. The RDC concept represents 
such an idea for regional collaboration to 
access big data in social and behavioral 
science research.  
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