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Photo-nuclear collisions in Pythia 8
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We present a new extension in Pythia Monte Carlo event generator that allows to simulate
the leading contribution in collisions of a real photon and a heavy ion. The model is based on
a vector meson dominance (VMD) where a real photon is modelled as a linear combination
of different vector-meson states, and an extension of Angantyr, the heavy-ion model in
Pythia, that allow simulations of a generic hadron colliding with an ion target. We first
verify the VMD implementation by comparing simulations to HERA photoproduction data.
Then we present simulated results corresponding to event selection criteria applied in a recent
ATLAS analysis for ultra-peripheral Pb-Pb collisions at the LHC. We find that the simulated
results are in line with the ATLAS data when accounting for the limited detector efficiency for
charged-particle reconstruction. We also consider two-particle correlations and study whether
the simulated events reproduce the collective behaviour seen in the ATLAS γ-Pb data.
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1 Introduction

Ultraperipheral heavy ion collisions (UPCs)1,2 provide the first opportunity to study photo-nuclear in-
teractions at collider energies. In addition to exclusive processes, the photon projectile emitted by the
other beam nucleus may also break up the target nucleon in the interaction. Such collisions result as a
complex hadronic final state. Monte Carlo event generators provide the necessary modelling to describe
the collision process from the primary scattering to the long-lived hadrons measured in the detectors.
The highly-virtual partons created in the hard scattering are evolved with DGLAP evolution equations
to generate QCD radiation in the collinear approximation3 and after reaching non-perturbative scales,
the partons form colour-neutral hadronic states that decay into stable ones. In case of hadronic collisions
additional particle production takes place from multiparton interactions (MPIs) and beam remnants4.

In this work we present the necessary extensions to the Pythia Monte Carlo event generator5 that
allows to simulate UPCs. We model the flux of photons from heavy nuclei using equivalent photon
approximation (EPA)6. Unlike in the case of point-like leptons, the virtuality of photons emitted by
charged hadrons and nuclei are limited and thus these can be assumed as real photons. Such photons can
fluctuate into a hadronic state and simulations for these events will require all the same components as
any other hadronic collision including beam remnants and MPIs. Furthermore, in case of nuclear target
also subsequent collisions with multiple nucleons needs to be accounted for.

The main motivation for the present extensions is provided by the recent ATLAS analysis7 which
studies the charged-particle production in UPCs at the LHC. An interesting observation in the analysis
was the finite values for Fourier coefficients fitted to two-particle azimuthal correlations using a template
fitting procedure. Such effects are typically connected to hydrodynamic flow in heavy-ion collisions. In
this study we compare the simulated results to the measurement including multiplicity and pseudorapidity
distributions and perform a similar template fitting to two-particle correlations. Such a setup is not only
relevant for the UPCs at the LHC but similar γ-A processes can be studied also in future Electron-Ion
Collider (EIC)8.
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2 Theoretical background

2.1 Structure of a real photon

For hard-process generation that initiates the simulation chain we apply collinear factorization. In this
framework the long-distance physics describing the structure of the incoming beams can be factorized
from the short-distance interactions that can be calcuated with perturbative QCD (pQCD). The structure
of hadrons can be encoded into parton distribution functions (PDFs), f A

i (xA, µ
2), which describe the

number distribution of parton i at the momentum fraction xA inside a particle A when probed at scale
µ2. In this framework the differential cross section to produce two partons, k and l, in a photo-initiated
process can be computed from

dσAB→kl+X = f B
γ (x)⊗ f γ

j (xγ , µ
2)⊗ f A

i (xA, µ
2)⊗ dσij→kl, (1)

where f B
γ (x) is the photon flux from beam particle B and x the momentum fraction of the photon wrt.

the beam particle. The PDFs of the photon, f γ
j (xγ , µ

2) can be written as a sum of different components:
direct, anomalous and hadron-like

f γ
i (xγ , µ

2) = f γ,dir
i (xγ , µ

2) + f γ,anom
i (xγ , µ

2) + f γ,hl
i (xγ , µ

2). (2)

In case of direct contribution the incoming photon is simply the initiator of the hard process and we
can replace f γ,dir

i (xγ , µ
2) = δiγδ(1 − xγ). For the anomalous component, where the photon splits into

quark-antiquark pair perturbatively, the PDF can be directly calculated. For the hadron-like part the
scale evolution can still be derived from DGLAP equations but a non-perturbative input is needed. This
can either be fitted to data or it can be modelled with a vector-meson dominance (VMD) model where
this state is given by a linear combination of vector-meson states9. In this study we will consider both
approaches for the hadron-like part. Together with the anomalous part this form the resolved-photon
contribution. In case of VMD the cross section for the collision between a hadron-like photon and a
nucleon n is given by

σVMD−n =
∑
V

4παem

f2
V

σV−n, (3)

where the couplings fV can be obtained from data10.
When we apply the DGLAP-evolved PDFs for resolved photons with anomalous component, we need

to include a term describing the γ → qq̄ splitting into the parton-shower algorithm. Such a term is
included into the default parton shower in Pythia. Sampling such splitting during the evolution will
collapse the photon back to an unresolved state where no MPIs or beam remnants are needed.

2.2 Photon fluxes

The photon fluxes for different beam configurations can be calculated from EPA. In case of electron-proton
collisions the photon flux becomes

f e
γ (x,Q

2) =
αem

2π

1

Q2

1 + (1− x)2

x
, (4)

where the upper limit for the virtuality is obtained from the experimental setup and the lower limit
follows from kinematical consideration giving Q2

min ≈ m2
ex

2/(1 − x). Having the flux differential also in
Q2 allows for sampling of the virtuality and deriving complete kinematics of the event, including transverse
momentum of the outgoing lepton and the intermediate photon. Also photon flux from protons has been
implemented in Pythia where a form factor has to be included in the calculation to account for the finite
size of the emitting particle and to keep it intact.

In case of heavy ions it is more convenient to work out the flux in impact-parameter space as this
allows for a straightforward rejection of events where the beam particles would interact hadronically via
short-range strong interaction. Assuming a point-like flux and a sharp cut-off for the allowed impact
parameter values we have

f A
γ (x) =

2αemZ
2

xπ

[
ξ K1(ξ)K0(ξ)−

ξ2

2

(
K2

1 (ξ)−K2
0 (ξ)

)]
, (5)

where ξ = bmin xm, m is the per-nucleon mass for nucleus A and Ki modified Bessel functions of the
first kind. We select bmin = 2RA, where RA is the radius of the colliding nuclei to reject the nuclear
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Figure 1 – Multiplicity distribution in photoproduction in electron-proton collisions corresponding to event selec-
tion criteria in the ZEUS analysis from complete simulations (red) and from resolved (blue) and direct (green)
components separately.

overlap. This approximation works well in the kinematic region relevant for this study but break down
for final states which require a large energy for the intermediate photons11. In addition to hadronic
break-up probability factor it has been shown that to match the experimental event selection criteria also
a rejection for subsequent electro-magnetic interactions could be significant12.

3 Photoproduction in electron-proton collisions

Due to the low virtuality of photons emitted by charged hadrons and heavy ions, the UPC events are
similar to photoproduction that has been extensively studied with proton target in HERA collider. We
can therefore use these data to validate our implementation of photon structure and compare the VMD
approach to the full description of quasi-real photons. Here we will apply a recent ZEUS analysis13 which
focuses on high-multiplicity events where the resolved photons are expected to dominate the cross section.
As a validation for the previous statement we show the multiplicity distribution of charged particles from
our simulations in figure 1. In addition to the total multiplicity also the direct and resolved contributions
are shown separately. The direct contribution is at most 10% for events with around 10 charged particles.
Furthermore, in the region where Nch > 20, direct photons contribution well below 1% and can be safely
neglected in the following studies. We note that the definition of Nch does not include all particles in the
event but mathces the acceptance and particle-selection criteria applied in the ZEUS analysis.

We present comparisons with the simulated results and the data in figure 2 for charged-particle mul-
tiplicity, Nch, and pseudorapidity, η distribution. In case of simulation, we show results using the full
photoproduction setup as implemented in Pythia (gm-p) and by using only the VMD model (vmd-p).
Furthermore, we vary the parameter prefT,0, that controls the probability for MPIs, for both setups within

values prefT,0 = 3, 4 GeV. In case of Nch distribution we notice that the probability of large multiplicity

events are sensitive to the parameter value applied for prefT,0. Especially in case of full photoprodution
implementation we find a factor of five difference between the two applied values at the highest multplic-
ities. With the VMD-only calculation, with the two parameter values lead somewhat reduced variation.
More importantly we notice that the two applied approaches are in a good agreement with each other and
the data and that these data could provide further constraints for MPI modelling in photon-hadron col-
lisions. For the η distribution we again notice that the calculated results from both models are in a good
agreement with each other and the experimental data. As a large fraction of events passing the selection
criteria are from the low end of multiplicity distribution, the sensitivity to prefT,0 parameter is significantly
reduced compared to Nch distribution. We can thus conclude that, while there are some underlying the-
oretical uncertainty, both applied approaches, the full photoproduction model with the resolved-photon
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Figure 2 – Charged-particle multiplicity and rapidity distributions in photoproduction in electron-proton collisions
from a ZEUS analaysis compared with the simulations from full photoproduction (gm-p) model and VMD-based
implementation (vmd-p) for resolved photons with two different values for parameter prefT,0.

PDFs and the VMD-based model, are adequate to describe the minimum bias photon-proton collisions
especially in case of the high-multiplicity events.

4 Ultraperipheral collisions at the LHC

4.1 Photon-ion collisions

As a first step for full model for interactions between a real photon and a heavy nucleus in ultraperipheral
heavy-ion collisions we have extended recent work that enable generation of collisions with generic hadron
beams with varying energy on a proton target14 in Pythia 8 to handle also collisions with a nuclear target.
The nuclear effects are modelled with the existing Angantyr model15 where the heavy ion collisions are
generated by deriving the nucleon-nucleon collisions from a Monte Carlo Glauber model. The interaction
probabilities include cross section fluctuations and sampling for the type of the primary interaction
which can be non-diffractive, single diffractive, double diffractive or elastic. The secondary interactions
are modelled using diffractive excitations which account for the reduced energy which the projectile
particle has lost in the primary interaction. The Angatyr model builds up the nuclear collisions from
a collection of nucleon-nucleon events generated with Pythia, which we have extended to handle also a
generic handron as a beam particle. In particular the cross section fluctuations in the Angantyr model
has been adjusted to handle also such beam configurations.

Comparison between different projectiles for the charged-particle multiplicity and rapidity distributi-
nos in a hadron-lead nucleus collision at

√
snn = 5.02 TeV are shown in figure 3. The considered projectile

particles include proton as a baseline and ρ, ϕ and J/Ψ to demonstrate the components of the VMD
model. The multiplicity distribution has two distinct components, a peak at low multiplicity which arises
from diffractive and elastic events and an another peak around 150-350 particles from non-diffractive
events. The multiplicity distribution from the non-diffractive events becomes more narrow when switch-
ing the projectile from protons to vector mesons. This is due to having less secondary collisions in case of
vector mesons due to lower non-diffractive cross section that determines the effective size of the projectile
in the Glauber model. In the rapidity distribution we notice that the distribution of generated particles
are more symmetric in case of collisions with vector-meson projectiles. This mainly follows from the
same reason as above since the particles produced in the primary interactions are symmetric in rapidity
and the asymmetry is mainly generated by the secondary interactions that are less frequent in case of
vector mesons. Also the shape of the PDFs play some role here especially in case of J/Ψ where the heavy
valence quarks carry a large fraction of the momenta of the particle that results as an almost symmetric
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Figure 3 – Multiplicity (left) and rapidity (right) distributions of different hadron-nucleus collisions at
√
sNN =

5.0 TeV with lead target and proton (blue), ρ0 (orange), ϕ (green) and JΨ (red) projectiles.
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Figure 4 – Multiplicity (left) and rapidity (right) distributions for VMD-Pb simulations (red) compared to simu-
lations with proton target applying VMD model (green) and full photoproduction (blue) at

√
sNN = 5.02 TeV.

rapidity distribution even with a nuclear target.

To account for the varying collisions energy from photon-flux sampling, the model parameters are
fitted at a few fixed values in the specified energy range and then interpolated to obtain the values corre-
sponding to the collision energy sampled according to the photon flux. Enabling this allows simulations
for UPC events at the LHC with the VMD-nucleus setup based on the extended Angatyr model. We can
compare these results then to the ATLAS data7 for different observables. The main caveat with this data
is, however, that the relevant distributions for charged-particle multiplicity and rapidity distributions
with a multiplicity cut have not been corrected for limited particle-detection efficiency and therefore are
not available for direct comparisons. Thus we only show results of our simulations with VMD model
using proton and nucleus targets and compare these with the full photoproduction with proton target
that was included in ATLAS results. This allows to estimate the agreement with the data by compar-
ing the relative difference between this baseline simulation and the VMD-Pb setup to the experimental
one. Again, we consider charged-particle multiplicity and pseudorapidity distributions in figure 4. We
apply the same event-selection criteria as in the ATLAS study including a cut for the sum-of-rapidity-
gaps measure Σγ∆ϕ. We also adjust the multiplicity cut applied for the η distribution with an effiency
correction estimated by comparing the Nch from the gm-p setup in figure 4 to the one presented the
ATLAS study giving an efficieny of 80% which is in line with previous ATLAS studies in different beam
configurations16. With this corrections in place, we find that the simulated distributions are well in line
with the experimental data.
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Figure 5 – An example of the template fitting procedure to the simulated data.

4.2 Correlations

Having a framework to succesfully describe the single-particle properties in high-multiplicity γ-Pb events,
we can study such collisions with multiparton correlations. A particularly interesting observation in
the ATLAS study was the observation of finite values for v2 and v3 that are typically considered as a
signature of collective behaviour. While the template fitting procedure applied in the ATLAS analysis
should remove the “non-flow” contribution such as jet-like correlations, it is still interesting to check
whether any similar effects would arise from the MC simulations without any explicit final-state effects.
The reason for this is that the binning to low- and high-multiplicity events will also bias the underlying
energy distributions since higher collisions energy for the γ-Pb system will lead to higher average event
multiplicity. Therefore the low-multiplicity event sample needed for the template fit might not capture
all the jet-like correlations present in the high-multiplicity events at higher collision energy.

The template fitting procedure involves a simultaneous fit of two-particle correlation function Y (∆ϕ)
for low- (LM) and high-multiplicity (HM) event samples which are obtained by integrating over relative
pseudorapidity separation, ∆η, with limits 2.0 < |∆η| < 5.0 to focus on long-range η correlations. In
case of low-multiplicity events, the following truncated Fourier series is applied

Y LM(∆ϕ) = c0 + 2 ·
4∑

n=1

cn cos(n∆ϕ), (6)

where cn are free parameters that can be related to flow harmonics vn. In case of HM event sample the
Y (∆ϕ) is fitted with

Y HM(∆ϕ) = F · Y LM(∆ϕ) +G

[
1 + 2 ·

4∑
n=2

vn,n cos(n∆ϕ)

]
, (7)

where now a scaled Y LM(∆ϕ) is used as a baseline and vn,n allow for additional modulation for the HM
sample. The scaling factors F and G are connected so in total there are 8 free parameters in the fit.
An example of the fitting procedure is shown in figure 5 where Y LM(∆ϕ) and Y HM(∆ϕ) are fitted to
the simulated data simultaneously. We have also performed independent Fourier fits with 4 parameters
corresponding to equation (6) to both LM and HM samples. In case of the former event class this allows
to check that the full template fitting does not bias the LM sample fitting and in case of latter this provide
the Fourier harmonics without the “non-flow” subtraction for comparison. For the example configuration
in figure 5 we have taken 15 < N rec

ch < 20 for the LM sample and 20 < N rec
ch < 30 for the HM sample.

Both particles, the trigger and the associated, had a transverse momentum of 0.4 < pT < 2.0 GeV.
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full template fit, equation (7), (closed markers) as a function of charged-particle multiplicity. Error bars quantify
the fit uncertainty due to finite simulation statistics.

Similarly as in the ATLAS analysis, we have performed the fit with varying HM selection and plot
the resulting vn,n values in figure 6. We notice that while the resulting values for v2,2 and v3,3 in case of a
direct Fourier fit are in line with the measured ones, the values from a full template fit are consistent with
zero in all considered multiplicity bins. This implies that our simulations do not reproduce the observed
finite values of vn,n seen in the ATLAS γ-Pb data when the template fitting is applied. This confirms
that the positive values for vn in the ATLAS analysis are a result from a final-state (or initial-state)
collectivity and not due to biased collision energy due to multiplicity sampling and that the template
method work as expected also when applied to data with multiplicity binning in γ-Pb.

5 Summary and Outlook

We have presented a new model to simulate collisions between real photons and heavy ions based on a
vector-meson dominance model within Pythia Monte Carlo event generator. In this model the photon
is described as a linear combination of different vector-mesons states, ρ, ω, ϕ and J/Ψ. While this
model does only account for the hadron-like part of the photon structure, such events are expected to
dominate the total cross section and especially the high-multiplicity events. Unlike the direct-photon
component, these resolved photons may interact with other nucleons inside a nucleus and give rise to
events with large multiplicity. We have demonstarted that this contribution is indeed the dominant one
in high multiplicity events and that the model is in line with the multiplicity distributions measured at
HERA for γ-p collisions. Furthermore, we notice that when accounting for the limited efficiency, the
model provides a good description of the charged-particle multiplicity and rapidity distributions in γ-Pb
measured by ATLAS in ultra-peripheral Pb-Pb collisions.

We have also considered two-particle correlations and derived Fourier coefficients from the simulated
events using a similar template fitting procedure as in the ATLAS analysis. Here the low- and high-
multiplicity event samples are simultaenously fitted with truncated Fourier series which is supposed to
remove possible “non-flow” jet-like contributions. While it is non-trivial that this procedure should work
also in case of varying photon-energy spectrum which can lead to biased collision energy distribution
when multiplicity binning is applied, we find that the resulting vn,n coefficients are consistent with zero.
Thus we conclude that the observed collectivity in γ-Pb events is not reproduced with the default Pythia
hadronization model. There have been recent studies, however, where including string interactions, such
rope hadronization and string shoving, in the hadronization model have given rise to similar collective
effects when applied to high-multiplicity proton-proton and proton-lead collisions. We plan to study these
effects in case of γ-Pb in a future study. Also, the presented framework will serve as a starting for a more
complete simulations of photon-ion collisions relevant also for the EIC.
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